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Current status — Project recap
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90% in-kind
171 local control system

Central supervision & automation, monitoring and data handling

Legend

PON = Plant Operation Network
TCN = Time Communication Network
SDN = Synchronous Databus Network

DAN = Data Archiving Network
! Centr Network

CSN = Central Safety

Human Machine Interface
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Millions of process variables ——— ‘
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Current status — CODAC Core sttem aage

wess o
The base open source software for ITER Control vt 50|54 (82| 53 54 v
System released once or twice per year and providing sy T T
common (SCADA) services like: EPICS 316 B
° CO mmunication ITER CODAC Source Lines of Code (SLOC)
. Configuration - ot ¢ <ot Commnty
« Human Machine Interface somae // S
* Archiving e T A |
+ Alarming o wamrr/ =7 | N\

2,500,000

« Input/output device drivers / / TE—

EPICS T
(+) EDD | 1 '____‘j__--‘
1,000,000 — » -
EWlAN P ——

(TS o

control system studio o

Feb-2010( Jul-2010 |Feb-2011|Jul-2011 |Feb-2012|Jun-2012 |Feb-2013| Jul-2013 | Feb-2014| Jul-2014 |Feb-2015| Jul-2015 |Feb-2016| Jul-2016 |Feb-2017|Feb-2018;
01 10 11 20 3.0
10 11 20 21 3.0 31 40 41 42 43 5.0 51 52 53 54 6.0
CODAC Core System Release
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Current status — CODAC Core System - .

Distributed to plant system suppliers
« 154 instances at 63 organizations

Maintained and upgraded throughout ITER
lifetime

EPICS

A

Rrednat. (SS

control system studio

Supported by
« Training (face-to-face and video)

* Help-desk

1. IPFN-IST: Lisboa, Portul
2. CIEMAT: Madrid, Spain
3. UPM: Madrid, Spain

4. GMV: Madrid, Spain

5. Procon: Badalona, Spain
6. FAE: Barcelona, Spain

7. GTD: Barcelona, Spain
8. CCFE: Abingdon, UK

9. Tessella: Abingdon, UK
10. Oxford Technologies: Abingdo:
11. Arcadis: London, UK

6. Wigner RCP: Budapest,
7. INFN-LNL: Legnaro, Ital
28. Consorzio RFX: Padova,
29. ENEA Brasimone: Brasi
30. ENEA Frascati: Frascati, It
31. Vitrociset: Rome, Italy
32 Cosylab Ljubljana, Sloveni:
*TTR “Cint Petersburg, R
Saint Petersburg, Russia

ow, Russia
-
N . Arbor, USA
ceton, USA
paign, USA
e, USA
ian Diego, USA
. yncnourg, USA
PU bllshed eoul, Korea
Versions

I0’s
RedHat

Network
satellite
Server

45. NFRL Daejeon, Korea

46. KSTAR: Daejeon, Korea\ K - ,\

47. KAERI: Daejeon, Korea
48. IFMIF: Obuchi, Japan

sweden

. Dawonsys: Suh&mg Ko

. JAEA: Tokaimura, Japan
0. A-Tech: Tokaimura, Japan

1. Toshiba: Yokohama, Japan
52. NIFS: Toki, Japan
53. MHI: Kobe, Japan
54. IPP: Hefei, China ¢

55. RXPE: Anshan, China

56. ITER-China: Suzhou, China

57. HUST: Wuhan, China

58. SWIP: Chengdu, China

59. ITER-India: Gandhinagar, India
60. IPR: Gandhinagar, India

61. OSPL: Ahmedabad, India

62. TCS: Pune, India

63. Siemens India: Thane, India
64. Actemium India: Bangalore, India
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Commissioning Schedule .

sweden

Nov 2016 | Electrical Power Distribution System (ELEC) Nov 2024

Jun 2018 [0 ool Systerm (CTRE). ] Apr 2024

Auxiliary Vacuum (AVAC)

sun 2023 | Oct 2024

Diagnostics (DIAG)

 Electrical distribution in operation e 2075 R < 202

4 Tokamak Primary Cooling Water System (TCWS)
since Jan 2019 v 202> R 1

. . . . Aug 2022 | Tokamak Monitoring System (TMON) | Dec 2024
i COOIIng Water CommISSIOnlng Tokamak Vacuum (TVAC)
sun 2024 | pec 2024

starts Jan 2020 yun 2020 | Miagnets & Power Supplies (MAGR) L Dec 2024

sep 2024 [ pec 2024

Integrated Commissioning
Jan 2025 | | Dec 2025

Closure of cryostat First Plasma
Dec 2024 Dec 2025

2016 2017 2018 2019 2020 2021 2022 2023 2024 2025

Today. ‘
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Upcoming Challenges 7o)
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* Integration and Commissioning
— Need to resolve issues quickly and efficient

« Software Development - Operation Applications

— Final Design Review end of 2020
— Development 2021-2024

» Scientific Data and Computing
— Just starting

Big Science Sweden November 2019
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CODAC Operation Applications L)
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The software suite for supporting tokamak
operation and plasma experiments by delivering
the following functions:

Preparation

Pulse configuration, validation & verlflcatlon

Execution

Supervision & Automation

................................... -
Plasma real-time feedback control % .

Analysis

Remote participation

. Data Access
Data Access
Data archiving, access and servm:es

Operation
Request
Gateway

Supervision
Automation

Schedule
Preparation
and Validation

Plant System I&C

" om s -
Scheduler H Archiving

Permanent .

E] Supervisor Stor @ ow .
| Temporary .. Execution
D Plasma Control Storage ..
. am EI D?lquf&hﬂm\g IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII : : IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII "

|:| Remote participation Plant Operation Zone
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Coordination g
sclence
sweden
All Shutdown
Coordinate all systems to operate in an integrated fashion i “
v Not Ready
Ensure every system report its synthetic state using one of the -:-:'-
following five states (Common Operation State) -
—  Shutdown Ready
— Not Ready
— Ready Y
—  Starting Starting
— Running
The composite of all states from required systems allows the
operator to know the ITER state at a glance and to allow the
system to decide if the next actions are permissible or not ﬂ Romning
Big Science Sweden November 2019
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Sequencing

Sequence the systems in the right order
to execute plasma pulse, cool-down,
baking, glow discharge cleaning, etc.

Example pulse execution using plasma
operation state:

Supervisor
. Controls operations
. Performs pre-pulse checks and countdown to
pulse
. Passes control to the PCS
Plasma Control System (PCS)
. Performs final pre-pulse checks
. Begins pulse energizing CS/PF
. Performs plasma initiation, ramp-up, flattop,
ramp-down
. After plasma termination, controls CS/PF currents
to zero
. Returns control to Supervisor

o]
sc?e ce
sweden

‘ Plant under Supervisory Control ‘

Plant under PCS Control ‘

Pulse

Preparation

!

PF Magnetize

|

Plasma Initiation

|

Plasma

|

Termination

v

Not Ready
Error ] Not Ready [* Local Test
—> —»
= A,
Ready
Ready Engineer in
Charge
AAnthovisation
— —
1 L 2
abort Countdown
Start of Pulse
Sequence § )
l Countdonn Starts
Pulse Number N=N+1
Abort ! fé’
Countdown
Wait for Systems a
Initialised &
: 5
¥ e
3
Pre-pulse 2
T— Checks
Engineer in
Charge
Authorisation-—. — = - -i
: ¥
Terminate Pulse Started .
Final Preparation B
a
. : =
Terminate Pulse T C Ends 2
2 = 8
Start of Plasma T= 0 L]
N Pulse g
End of Plasma 3
1,
!
v -
Pulse Finished
After Pulse
Checks

CS/PF/CC
Reset and
Cooldown

Big Science Sweden November 2019
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Sequencin o9
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\ » Plasma current
» TF current
/ \ » CS current
-I | L » EC power
[ I » Gas
Post- .
Ready Countdown e Supervisor
Archiving |  Archive
Plasma Control PCS
/\I{ ¢ > b
1! start tlpcs Pulse time
/\T A » fturc
15:30 16:00 16:10 6:12 16i15 16:30 . .
Operational time
Start Countdown Pulse Time of day Page 11
Authorization Authorization



Plasma Feedback Control S
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Control the plasma

Current

Shape and Position
Density
Disturbances
Disruption avoidance

Sensors:

Diagnostics

Actuators:

Coil Power Supplies
Fuelling
Heating

ITER Plasma Control Data Flow

C

Process PTOS€SS process
[ S

Arbitrary Point-to-point
Connectivity

LA

Process Process Process
n 5 4

Source n

Diagnostic Data

Big Science Sweden November 2019
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Data Acquisition, Archiving and Access o .

¢

/

DAN

Archiving Server

Streamer

SDN
Publisher

Fast Controller

swedaen

DAN = Data Archiving Network
PON = Plant Operations Network
SDN = Synchronous Data Network
UDA = Unified Data Access

HDF5 =Hierarchical Data Format 5

UDA UDA :
_ I AP Client
]
©
(o) C++/Python /
o)) Java /Matlab
£
®
HDF5 Storage Files g Performance benchmarking at
<

Archiving Data \

Big Science Sweden November 2019
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DIlI-D (San Diego)

Terabytes data sets
File systems
Number of clients
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Scientific Data and Computing Centre - .

sweaen

Activity started this summer

Data acquired from machine, but also processed data,
simulations, modelling,...

Computing facility for processing, pipe-lining,...
Access to historical data in semi real-time for operation
Estimated primary data generated from machine:

FP PFPO-1  PFPO-2 FPO Total
(2025)  (2027)  (2030)  (2035)

Data (PB) 0.1-1 10-100 100-300 200-500 5000

Big Science Sweden November 2019
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Needed competencies and capabilities

Competencies in ITER selected technologies
Control System software development
Supply of control rooms and servers
Scientific Data and Computing

Big Science Sweden November 2019
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Upcoming procurements

Engineering support for software integration
Servers and control room

Software development (Operation Applications)
Scientific Data and Computing Centre

Big Science Sweden November 2019
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o]
scge ce
sweden

Page 17



Summary

Base software (SCADA) well established
Integration and Commissioning intensifying

Big software development for operation application
Starting addressing scientific data and computing

Big Science Sweden November 2019
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Opportunities
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ITER Organization Business Opportunities
— https://www.iter.org/proc/overview

ITER Organization Jobs Opportunities
— https://www.iter.org/jobs

ITER Project Associate (Academia OR Industry)
— https://www.iter.org/jobs/IPA

Fusion for Energy (F4E) Business Opportunities
— https://fusionforenergy.europa.eu/procurementsgrants/iterlO.aspx
— https://industryportal.f4e.europa.eu/IP PAGES/ehome.aspx

Big Science Sweden November 2019
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